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Introduction



• 장원철


• 25동 323호


• wcjang@snu.ac.kr


• Office Hours: 수 오후 2-4시

담당교수

• 김건희





• 302동 327호


• gunhee@snu.ac.kr


• 김지수


• 25동 212호


• jkim82133@snu.ac.kr


• Office Hours: 수 오후 2-4시
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• 신민섭


• jpoth1729@snu.ac.kr


• 25동 402호


• Module 1& 3 담당

담당조교

mailto:jpoth1729@snu.ac.kr


• eTL: 숙제, 시험, 각종 공지사항 


• Github (https://sfamsnu.github.io/fall23/): 강의노트


• 강의노트는 반드시 본인이 프린트를 한 후 가지고 올 것!

과목 홈페이지



• 3개의 Module로 구성


• Module I : 장원철


• Module 2 : 김건희


• Module 3 : 김지수

강의구성



• 숙제 (20%): 격주 총 6회


• 과제의 프로그래밍 부분은 R 또는 파이썬을 사용하여 제출한다. 


• 시험 (75%)


• 10월 6일 (금) 6-8pm


• 11월 8일 (수) 6-8pm


• 12월 13일 (수) 6-8pm


• 출석/수업참여 (5%)

평가



• 수리통계 1 (326.311)


• 데이터 마이닝 방법 및 실습 (326.413)/기계학습 개론(4190.428)

선수과목
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• 수업시간에 다른사람과 대화등으로 수업을 방해하지 않는다.


• 수업에 늦으면  다른 학생들에게 방해되지 않게 조용하게 들어와 앉는다.


• 전자기기(아이패드, 갤럭시 탭, 노트북 등)는 필기용으로 사용하는 때에만 
수업 시간에 사용할 수 있다. 휴대폰은 어떤 경우에서 사용을 금지한다. 


• 특별한 이유없이 결석이 잦을 경우 수업참여 점수가 0점처리된다.

온라인 수업시간에 준수해야 할 사항



장발장 vs 레미제라블



Module 1



Module 1 강의구성



• A computer program is said to learn from experience E with 
respect to some class of tasks T, and performance measure P, if 
its performance at tasks in T as measured by P, improves with 
experience E. - Tom Michell 

• The main goals of machine learning are


• Develop statistical models and estimation procedures that are 
scalable (computationally efficient)


• Make effect use of available data (statistically efficient) to make 
accurate prediction

What is Machine Learning?



• The choice of methodology for a problem is usually based on 
intuition and experience gained in practice - This is the art part 
of ML


• Understanding the nature of models is the science part of ML


• Science can inform art via theoretical analysis of statistical 
models to help the choice of models


• Intuition and experience can give insight into the properties to be 
proved

Art and Science of ML



Types of Machine Learning

Yann LeCun’s NIPS’16 talk



• In supervised learning, the task T is to learn a mapping  from inputs 
(features, predictors, covariates)  to outputs (labels, targets, 
responses) .


• The experience E is a set of N pairs , known as the 
training set. 


• The performance measure P depends on the type of output. 


• If , then this is a classification problem. 


• A common performance measure for classification is the misclassification 

rate 

f
x ∈ 𝒳

y ∈ 𝒴

𝒟 = {(xn, yn)}N
n=1

𝒴 = {1,2,…, C}

ℒ(θ) ≡
1
N

N

∑
i=1

I(yn ≠ f(xn; θ))

Classification
Supervised Learning



• Predictors: sepal length, sepal width, petal length, petal width


• Response: Type of Iris flowers (setosa, Versicolor, Virginica)


• Sample size, N =150,  

• Number of predictors, D=4

Fisher’s Iris flowers
Supervised Learning



• Decision tree  and decision boundary

Fisher’s Iris flowers
Supervised Learning



• Define the empirical risk, a generalized performance measure.  

 where   is a loss function.


• To fit the best model is to find the optimal parameters that 
minimizes the empirical risk on the training set:





• This is called empirical risk minimization.

ℒ(θ) ≡
1
N

N

∑
i=1

ℓ(yn, f(xn; θ)) ℓ(y, ̂y)

̂θ = argminθℒ(θ) = argminθ
1
N

N

∑
n=1

ℓ(yn, f(xn, θ))

Empirical risk minimization
Supervised Learning



• Suppose , then this is known as the regression problem. 


• For regression, the common choice of the loss function is the 
quadratic loss: .


• Another common choice is the negative  log probability: 
.


• A simple linear regression can be expressed as follows:


•  where  is the slope,  is the intercept, and 

y ∈ R

ℓ(y, ̂y) = (y − ̂y)2

ℓ(y, f(x; θ)) = − log p(y | f(x; θ))

f(x; θ) = b + wx w b
θ = (w, b)

Regression
Supervised Learning



• We can rewrite the empirical risk as follows:




• Population risk:  where  is the 
true joint distribution of .


• The difference between the population risk and empirical risk is 
called the generalization gap.


•
Test risk: 

ℒ(θ, Dtrain) =
1

|Dtrain | ∑
(x,y)∈Dtrain

ℓ(y, f(x; θ))

ℒ(θ; p*) ≡ Ep*(x,y)[ℓ(y, f(x; θ))] p*
(x, y)

ℒ(θ, Dtest) =
1

|Dtest | ∑
(x,y)∈Dtest

ℓ(y, f(x; θ))

Overfitting and generalization
Supervised Learning



Overfitting and generalization
Supervised Learning



• No free lunch theorem: there is no single best model that works 
optimally for all kinds of problems.


• It is important to have many models and algorithms so we can 
choose the best model from them.


• A good model should have small sample complexity for many 
distributions .


• Sample complexity: the number of training-samples that it needs 
in order to successfully learn a target function. 

p*

No free lunch (NFL) theorem 
Supervised Learning



• What is a cluster?


• Mode by the mean shift algorithm


• Level set by density-based clustering

Clustering
Unsupervised Learning



The curse of dimensionality
Unsupervised Learning

Elements of Statistical Learning, 2nd edition. p23



Evaluating unsupervised learning
Unsupervised Learning



• A common method for evaluating unsupervised models is to 
measure the probability assigned by the model to unseen test 
examples.


• The negative log likelihood of the data:

. ℒ(θ, 𝒟) = −
1

|𝒟 | ∑
x∈𝒟

log p(x |θ)

Evaluating unsupervised learning
Unsupervised Learning



• Alpha Go!


• The agent has to learn how to interact with its environment.


• The difference from supervised learning  is that the agent 
receives an occasional reward.

Reinforcement Learning



Statistics vs Machine Learning



• What does it mean for one classifier to be better than another?


• Why is one classifier better than another?


• Why do some prediction methods work well in certain high 
dimensional problem?


• What is the role of the margin or the hard to classify cases?


• What are kernel methods? How do they relate to older methods?


• How do we pick tuning parameters in prediction algorithm?


• Which is more important, choosing a good prediction algorithm or 
choosing the tuning parameters within a given algorithm?

Think Statistically!



• In classification problems, the probability of a misclassification is 
.


• Here   is a binary response variable and  is a 
function of a covariate, or feature X.


• The function  is called the margin. If the margin is small, 
then we have a difficult classification problem. 

R = Pr(sign( f(X) ≠ Y )) = Pr(Yf(X) < 0)

Y ∈ {−1,1} f(X)

yf(x)

Case Study I: The Margin



• The behavior at the margin is quantified by the Tsybakov noise 
condition .


• Here  is the regression function and Y=1 if 
, otherwise Y=-1.


• If  is large, then the decision boundary is well 
defined!


• Sometimes the assumption is more important than the choice of 
method in analyzing data. 

Pr( |m(x) − 1/2 | ≤ t) ≤ Ctα

m(x) = 𝔼(Y |X = x)
m(x) > 1/2

α {x : m(x) = 1/2}

Tsybakov noise condition



• Suppose we observe  where .


• Define a classifier as follows: 

 


• Here  is the average of   with .


•  We can improve the above classifier with transformation .


• Define the kernel .

(X1, Y1), …, (Xn, Yn) Yi ∈ {0,1}

h(X) = {
1 if ∥X − X̄1∥ ≤ ∥X − X̄0∥,
0 if ∥X − X̄1∥ > ∥X − X̄0∥.

X̄k Xi Yi = k

ϕ

k(x, z) = < ϕ(x), ϕ(z) >

Case Study II: Kernels



• With a kernel trick, we can define a new classifier




where  and .


• A common choice of the kernel is 


• In this case, the above classifier is equivalent to LDA. 


• Furthermore, there is a hidden tuning parameter  in the 
Gaussian kernel.

h(X) = {1 if  ̂p1(X) ≥ ̂p0 + c,
0 if  ̂p1(X) < ̂p0 + c .

̂pk(x) = ∑
i∈Ik

k(x, Xj)/ | Ik | Ik = {i : Yi = k}

k(x, z) = exp( −∥x − z∥/2σ2)

σ

Case Study II: Kernels


